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ABSTRACT

As the efficacy of artificial intelligence (AI) in improving aspects of healthcare delivery is increasingly becoming

evident, it becomes likely that AI will be incorporated in routine clinical care in the near future. This promise has

led to growing focus and investment in AI medical applications both from governmental organizations and tech-

nological companies. However, concern has been expressed about the ethical and regulatory aspects of the ap-

plication of AI in health care. These concerns include the possibility of biases, lack of transparency with certain

AI algorithms, privacy concerns with the data used for training AI models, and safety and liability issues with AI

application in clinical environments. While there has been extensive discussion about the ethics of AI in health

care, there has been little dialogue or recommendations as to how to practically address these concerns in

health care. In this article, we propose a governance model that aims to not only address the ethical and regula-

tory issues that arise out of the application of AI in health care, but also stimulate further discussion about gov-

ernance of AI in health care.
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INTRODUCTION

Interest in AI has gone through cyclical phases of expectation and

disappointment since the late 1950s because of poor-performing

algorithms and computing infrastructure.1 However, the emergence

of appropriate computing infrastructure, big data, and deep learning

algorithms has reinvigorated interest in artificial intelligence (AI)

technology and accelerated its adoption in various sectors.2 While

recent approaches to AI, such as machine learning, have only been

relatively recently applied to health care, the future looks promising

because of the likelihood of improved healthcare outcomes.3,4 With

deep learning algorithms (eg, deep neural networks) meeting, and in

some cases surpassing, the performance of clinicians, the promise is

already apparent.1 AI is positioned to have a major role in a range

of healthcare delivery areas, including diagnostics, prognosis, and

patient management.2 However, substantial challenges, not least

ethical and regulatory concerns,5 could present a barrier to the entry

and use of AI in health care. A single major mishap with a clinical

AI system could undermine public and health professional confi-

dence. Therefore, addressing those concerns is a priority.5,6 In this

article, we elaborate these concerns and propose a governance

model to mitigate these risks.

ETHICAL CONCERNS

The successful implementation of AI in healthcare delivery faces eth-

ical challenges.7 Three key challenges are potential biases in AI mod-

els, protection of patient privacy, and gaining the trust of clinicians

and the general public in the use of AI in health care.3 In addition,

the ethical integrity and public role of the health professions relies

on maintaining broad public trust. The success of AI in health care,

and the integrity and reputation of health professions that use AI,

depends on meeting these ethical challenges. We outline the previous
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3 key ethical challenges in this section and discuss the above ethical

principles in the section below on governance.

AI bias
The training of AI models requires large-scale input of health-

related or other data.4 The computer science adage, “garbage in,

garbage out,”8 can be restated in the context of AI model training as

“biases in, biases out.” Such biases can arise when data used for

training are not representative of the target population and when in-

adequate or incomplete data are used for training the AI models.8

Unrepresentative data can occur due to, for example, societal dis-

crimination (eg, poor access to health care) and relatively small sam-

ples (eg, minority groups). Unrepresentative data can entrench or

exacerbate health disparities. Some AI models deployed in non-

healthcare domains have demonstrated biases, such as overestimat-

ing risks of criminal recidivism among members of certain racial

group.9 In health care, biased algorithms may lead to underestima-

tion or overestimation of risks in certain patient populations. Of

course, the notion of bias is complex, and humans too have biases.

But it may be possible, and hence ethically necessary, to design AI

systems that help offset human biases and so lead to fairer (if still

imperfect) outcomes.10 Reducing AI bias is thus necessary for pro-

moting both better and more equitable health outcomes.

Privacy
Healthcare data are some of the most sensitive information one can

hold about a person.8,10 Respecting a person’s privacy is a vital ethical

principle in health care because privacy is bound up with patient au-

tonomy or self-rule, personal identity, and well-being.5,10 For these

reasons, it is ethically essential to respect patient confidentiality and

ensure adequate processes for obtaining genuine informed consent

from patients both for health interventions and for the usage of their

personal health data. AI systems should be protected from privacy

breaches to prevent psychological and reputational harm to patients,

and patients must provide explicit consent for their data to be used for

any specific use.11 The system should be protected from breaches to

prevent psychological and reputational harm to patients. It is an ex-

pectation that patients must provide explicit consent for their data if

their data are shared. However, recent episodes like Cambridge Ana-

lytica using personal data collected by Facebook for political advertis-

ing11 and the Royal Free London NHS Foundation trust sharing

patient data for the development of a clinical application without ex-

plicit patient consent12 present concerns about privacy breaches. Also,

increasingly there is concern that anonymized data can be reidentified

with few spatiotemporal datapoints. Any such reidentification can

breach the trust of patients. Further, method of data collection for AI

model training can raise concerns. As mentioned previously, current

AI models, particularly deep learning models, require large datasets

for high-quality performance.2 Apart from the requirement for

swathes of potentially sensitive patient information, a potential exists

for patient data to be collected without patients being aware of its fi-

nal usage. For example, AI devices used to support older adults in

their homes may collect and transmit data without their knowledge,

and health services may supply patient data to AI developers without

the informed consent of patients. In some countries, lax rules may per-

mit forms of data collection that promote breaches of privacy.8

Patient and clinician trust
Effective health care is predicated on the maintenance of substantial

trust between the public and health professions and systems.8,10,11

Professional bodies around the world rightly insist that clinicians

have an ethical duty to safeguard and promote patient trust. Trust in

clinicians encompasses trust in the clinical tools they choose to use,

and in the selection of those tools, including AI-based tools. Because

of the nature of AI algorithms, especially deep learning algorithms, a

lack of transparency in decision making can result from the use of

such tools that may threaten patient trust. The nature of AI algo-

rithms, especially deep learning algorithms, can facilitate a lack of

transparency in decision making.3 Deep learning algorithms contin-

uously fine-tune their parameters and evolve rules. This can lead to

opaque decision-making processes, hidden even to developers—a sit-

uation known as the black-box issue.8 This black-box situation can

present challenges in validating the outputs of the AI models,

guaranteeing safety in unusual input situations, and identifying

biases in the data.3 In health care, where transparency in clinical

decision making and disclosure to patients of relevant information is

paramount, the lack of algorithmic transparency presents particu-

larly acute concerns. The black-box situation also makes it harder to

determine if an adversarial attack10 has taken place (ie, some mali-

cious manipulation of an AI model’s outcome through feeding spe-

cial cases into it).

Clinicians who cannot understand the inner workings of the

model will be unable to explain the medical treatment process to

their patients.8 Equally, as AI’s predictive and diagnostic ability

improves, clinicians may become ever more reliant on AI models; at

the limit, decision making itself could become automated. Overre-

liance on AI models may reduce or eliminate the contact and conver-

sation between healthcare professionals and patients,8 which

underpins good patient care and respect for patient autonomy. In

sum, reduced transparency in decision making, plus the other con-

cerns we have identified in AI models, could engender among the

healthcare professionals and the wider public a lack of trust—trust

that is so vital to effective health care.

REGULATORY CONCERNS

AI software or devices augmented by AI software have an ability to

autolearn from real-world use and can thereby improve in perfor-

mance over time.13 This distinguishes AI software from other software

used in health care and presents novel regulatory challenges. It is an

objective of regulatory authorities, health services, and clinicians that

safe and quality health care be delivered to patients. Algorithms that

are unexplainable in their decision making, change continuously with

use, and autoupdate, perhaps with features that go beyond the initial

approved clinical trials, may require special policies and guidelines.8,13

Concerns also emerge about the safety and efficacy of AI medical soft-

ware that does not necessarily align with current models of care deliv-

ery.14 Regulatory standards to assess AI algorithmic safety and impact

are yet to be formalized in many countries.1,15 This can both present

barriers to entry of AI in health care and enable unsafe practices in

which AI is already being used in health care.

Issues of liability are also of concern: for example, there is the

question of who is responsible when errors result from the use of AI

software or AI-augmented devices in the clinical context. Current

medicolegal guidelines, across the world, are also unclear regarding

where the lines of responsibility begin or end when AI agents guide

clinical care.7 The lack of explainability affecting some algorithms,

and the fact that treatment strategies are generally less effective in

routine clinical practice than in the preliminary assessment, adds to

regulatory complexity. A further concern may arise when clinicians

dismiss appropriate AI-recommended treatment strategies because

492 Journal of the American Medical Informatics Association, 2020, Vol. 27, No. 3



of lack of trust in the AI agent.16 What the implications will be for

medical malpractice in the context of dominant AI-driven diagnos-

tics is yet to be seen.17

IMPLICATIONS FOR HEALTH CARE

Given the access many countries have to infrastructure that can run

AI software, the speed of investment in AI, the fast pace at which AI-

based applications can be developed, and the countless opportunities

AI presents for health care, it is becoming increasingly evident that it

is not a question of “if” but “when” AI will become part of routine

clinical care.1,2,7,13,17 Clinical use of AI models is certain to transform

current models of healthcare delivery; indeed, their reach will extend

beyond clinical settings.18 AI has an ability to overcome limitations

with traditional rules-based clinical decision support systems and to

enable better diagnostic and decision support.19 Opportunities to au-

tomate triage and screen and administer treatment are also becoming

a reality. AI embedded in smart devices, supported by the Internet of

things and fast Wi-Fi, could bring AI-enabled health services into the

homes of patients, thus democratizing health care.1,8 However, some

concerns must be emphasized. In the absence of appropriate regula-

tory and accreditation systems, rapid progress in development and de-

ployment of AI models could lead to unsafe and morally flawed

practices in health care. So far, relatively little attention has been paid

to this aspect. Consequently, it is imperative to explore governance

models for the use of AI in health delivery.

GOVERNANCE MODEL

To address the aforementioned ethical, regulatory and safety and

quality concerns, we propose a governance model for AI application

in health care. The model we present is termed Governance Model

for AI in Healthcare (GMAIH). The 4 main components of the pro-

posed governance model are fairness, transparency, trustworthiness

and accountability (Figure 1).

Fairness
Data in the health context may include (but not be limited to) medi-

cal images, text from patient records about medical conditions,

diagnosis and treatment, and reimbursement codes.1 As discussed,

inappropriate and poorly representative training datasets for AI

models can lead to biases, inaccurate predictions, medical errors,

and even large scale discrimination.3,5,8 Therefore, we recommend a

data governance panel constituted by the AI developers that includes

patient and target group representatives, clinical experts, and people

with relevant AI, ethical, and legal expertise. The panel would re-

view datasets used for training AI to ensure the data is representative

and sufficient to inform requisite model outcomes. This initiative is

akin to co-design of research and service provision through the in-

volvement of patient and public representatives and healthcare pro-

fessionals.20,21 The panel would work to achieve a clearly

articulated data collection and utilization strategy that will guide

documentation, workflow, a review of influencing factors and moni-

toring standards. The panel’s remit would also be to review algo-

rithms—noting that data and algorithms go together in developing

AI models.1

Normative standards for the application of AI in health care

should be developed by governmental bodies and healthcare institu-

tions as part of governance. These standards should inform how AI

models will be designed and deployed in the healthcare context and

should conform to the requirements of one of the classic biomedical

ethical principles, namely justice.22 The principle of justice includes

fairness in access to health care. Accordingly, AI applications should

not lead to, or exacerbate, discrimination, disparity, or health

inequities. The design should ensure procedural (fair process) and

distributive justice (fair allocation of resources) is abided by, with a

view to protect against adversarial attack or the introduction of

biases or errors through self-learning or malicious intent.

Transparency
While the performance of deep learning models in medical imaging

analysis and clinical risk prediction has been exceptionally promis-

ing, the models are also hard to interpret and explain.2 This poses a

particular problem in medicine, where transparency and explainabil-

ity of clinical decision is paramount.3,8 In fact, this issue has been

cited as the single most significant difficulty for acceptance, regula-

tion, and deployment of AI in health care.8 Limited transparency

can reduce trustworthiness of AI models in health care. Limited

Figure 1. Outline of the Governance Model for Artificial Intelligence (AI) in Health Care.
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transparency also impairs validation of the clinical recommenda-

tions of the model and identification of any errors or biases.3 Earlier

AI models used in medicine were logical and symbolic based.23

While they lacked the accuracy and predictive powers of current al-

gorithmic models, those earlier models offered a trace of their deci-

sion steps. In contrast, there are limits to the explainability of

current models such as deep learning AI.

To address this issue at a general level, a field termed explainable

AI (XAI) has emerged.24 The intention of XAI is to enable a set of

techniques that allow explainability while maintaining high perfor-

mance. While it is beyond the scope of this article to discuss individ-

ual techniques, we will mention that the focus of XAI techniques in

medicine relates to the functional understanding of the model as op-

posed to low-level algorithmic understanding of the model.23 That

understanding can be targeted at a global level (understanding of the

whole logic of a model) or local level (explaining the reasoning for a

specific decision or prediction).23 Whereas these measures relate to

addressing the explainability drawbacks of deep learning models,

there have also been suggestions for using AI algorithms that are ex-

plainable in the context of medicine.25 Although these explainable

algorithms have less accuracy and predictive performance, they lend

themselves to greater interpretability, which is crucial in medicine. It

is also important that AI agents designed to have human appearance

in voice or visual look do not deceive humans (ie, they should intro-

duce themselves as AI agents).

Sufficient transparency and explainability is demanded by the

classic ethical principle of respect for autonomy.22 Autonomy can

be understood as self-rule, which in the health context implies the

freedom and ability of patients to make decisions in accordance

with their preferences and values. AI agents must therefore support

rather than diminish the provision of a level of transparent under-

standing sufficient to meet patients’ individual requirements for

decision making. They must also allow patients the freedom to

make health-related decisions without coercion or undue pressure.

Based on these considerations, we propose through our gover-

nance model an emphasis on ongoing or continual explainability.

Where deep learning or other AI models (which have explainability

issues) are deemed to be necessary, under this governance model in-

terpretable frameworks are expected to be utilized to enhance the

decision-making process. Lately, several medical studies have show-

cased how this is possible with the use of explainable tools, ranging

from visual to direct measurement tools.26–28

Trustworthiness
It is important for clinicians to understand the causality of medical

conditions, and in the case of AI, the methods and models employed

to support the clinician decision-making process.23 In addition to

the explainability issues discussed in the previous section, the poten-

tial autonomous functioning of AI applications and potential vulner-

ability of these applications to being accidentally or maliciously

tampered with to yield unsafe results may present major hindrances

for clinicians in accepting AI in their clinical practice.1,19 Also, re-

cent episodes of hospitals sharing patient data with AI developers

without the patients’ informed consent has added to the problem of

trusting AI developers and AI itself.12,29 This has been further com-

pounded by the ability of AI agents to collect and learn from data in

real-world settings13 and certain AI applications overpromising and

underdelivering on clinical outcomes in the recent period.30 To ad-

dress these issues, we propose through our governance model a

multipronged approach that includes technical education, health

literacy, full informed consent, and clinical audits.

Admittedly, understanding the full spectrum of AI, including its

relevant mathematics and programming, takes time. Nevertheless,

there have been recommendations and initiatives to educate health-

care professionals about the basics of AI (ie, techniques, application,

and impact).31,32 We believe these initiatives are a vital element in

building trust for AI among healthcare professionals. By understand-

ing how AI works, and what advantages and limitations it has in

healthcare delivery, clinicians will very likely be more accepting of

AI. Crucially, this approach would enable clinicians to be partners

in the control of the technology, rather than merely being passive

recipients of the AI outputs.

In addition, education should extend to the patient community

and public. We recommend an education approach that adopts prin-

ciples of health literacy, to ensure patients receive the information

they need to make informed and autonomous health choices.33 To

enable such education (of both health professionals and the patient

community), we recommend partnerships between academic institu-

tions and health services, thereby ensuring complementary use of

skills in AI technology, pedagogy, healthcare policy, and clinical

practice. The base education content can be repurposed to suit dif-

ferent audiences and adapted as AI technology and its application

evolve.

We also recommend that institutional policies and guidelines be

reworked to ensure patients are aware that the treating clinician is

drawing support from AI applications, what the limitations of the

applications are, and that the patients are in a position, where rele-

vant, to refuse treatment involving AI.34 Where patient data may be

shared with AI developers, there must be a process to seek fully in-

formed consent from patients and if it is unrealistic to seek approval,

data must be anonymized to that extent individual patient details can-

not be recognized by the developers.35 The permissions to provide

data should be rescindable. Also, differential privacy, a technological

solution, which minimizes the risks of analyzing confidential and sen-

sitive data should be considered.36 Through this approach, a high

standard of data anonymization is achieved by shrinking the risks as-

sociated with reidentification, thus upholding privacy of patients.

Further, we recommend, where possible, the use of public data-

sets to develop AI software to minimize privacy breaches. There

should be clear clinical objectives associated with AI applications

and the veracity of the claims made by AI developers should be

tested. Professional medical bodies have a role in issuing clinical

guidelines regarding where AI applications can be utilized in the di-

agnosis and treatment process (see also the following section). Such

guidelines would increase not only the confidence of physicians us-

ing AI, but also their trust in AI applications. It would also respect

the autonomy of patients.

Accountability
Accountability, the fourth and final component of our governance

proposal, commences with the development of the AI model and

extends to the point the model is applied in clinical care and finally

retired. This spectrum involves a number of players including soft-

ware developers, government agencies, health services, medical pro-

fessional bodies, and patient interest groups, among others.

Therefore, we consider the accountability component as the most

challenging of the governance components to implement. So how do

we frame accountability for such a diverse range of players and sit-

uations? We recommend identifying appropriate stages for which

monitoring and evaluation is critical to ensure the safety and quality

of AI-enabled services. These stages include approval, introduction,

and deployment.
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Approval stage

For the approval stage, which covers permission for the marketing

and use of AI in healthcare delivery, governmental bodies or regula-

tory authorities have an important role. In the United States, the

Food and Drug Administration (FDA), which regulates medications

and medical devices, has introduced steps to approve software for

medical use.13 The FDA terms such software as software as a

medical device (SaMD).37 As part of the SaMD risk categorization

and premarket approval, several AI-based SaMD have been ap-

proved for use in healthcare delivery.37 In addition to the current

process of risk review and premarket approval of AI-based SaMD,

the FDA is mulling a “predetermined change control plan” to antici-

pate changes in the AI algorithm after market introduction.13 This

means that when the AI software has a significant medication that

affects the safety or effectiveness, the developer would have to revert

to the FDA for review and approval. We consider the FDA approach

both in terms of current and proposed review and approval pro-

cesses forward thinking and commendable. The FDA adopts a bal-

anced approach toward ensuring the safety and quality of AI-based

SaMD, while not creating unnecessary barriers for AI developers to

introduce SaMD to the market. The FDA process could be similarly

adopted by respective regulatory agencies across the world. In coun-

tries that do not have established regulatory processes for evaluation

and monitoring of SaMD,38 there is a role for international bodies

(eg, the World Health Organization) to guide and support relevant

countries to adopt appropriate processes to regulate SaMD.

Introduction stage

The introduction stage involves health services reviewing AI prod-

ucts in the market, assessing them for their suitability in their health-

care delivery and establishing relevant policies and procedures to

allow for incorporation of AI software in clinical care. It is often

that health information technology products fall short of expecta-

tions and is indeed the case with AI models in recent history.30 AI

models need to be reviewed for their data protection, transparency,

and bias minimization features in addition to safety and quality risks

and protections against malicious attack or inadvertent errors.8,19

Health services can constitute or use existing panels to review align-

ment of the AI models with their specific clinical or health service

needs. However, the rapid progression in AI technology and varied

techniques means that not all panels would have the capacity to

make the assessment of AI products on their own. It has been pro-

posed that a benchmarking system that scrutinizes the performance

and robustness of AI medical software be available to guide health

services.1 The benchmarking system could be a result of public-

private partnerships. The benchmarking platform would allow for

comparison of different AI models through a dashboard of perfor-

mance metrics. These benchmarking platforms can guide individual

health services about their choices.

Deployment stage

The deployment stage takes into account liability, monitoring, and

reporting factors. If we expect AI models to incorporate ethical prin-

ciples, it is also pertinent to assess and hold the models accountable

in deployment.39 Use of AI in clinical care and the potential liability

issues that may emerge are complex and filled with many

uncertainties.16,39 The use of AI software for clinical practice risks

increased liability for clinicians and health services.16 The issue of

who becomes responsible when safety and quality issues arise be-

cause of the use of AI medical software necessitates appropriate

legal guidance. Current medical malpractice or negligence laws may

not be able to accommodate this scenario, and remain untested in, if

not ill-suited to, the context of use of autonomous or semiautono-

mous medical software.39

Of course, any legislative change to address such issues should

not be at the cost of innovation and should not preclude the use of

AI models in clinical care. A balanced approach in which the safety

of patients, autonomy of clinicians, and clinical decision support de-

rived from AI models is required. We recommend a responsive ap-

proach to regulation that allows for ongoing monitoring of safety

and risk of the AI models in clinical practice, which should include

regular audits and reporting. Audits could test the model’s bias, ac-

curacy, predictability, transparency of decision making, and

achievement of clinical outcomes. The same measures could be con-

sidered for reporting. We also recommend drawing on the TRIPOD

(Transparent Reporting of a Multivariable Prediction Model for In-

dividual Prognosis or Diagnosis) model as guidance for constituting

the reporting framework.40 The TRIPOD model is a checklist of 22

items considered important for transparent reporting of predictive

models including model specification, performance and validation.

In addition, the GMAIH model suggests the accountability and

reporting process to mirror the strategy recommended by authors

Halligan and Donaldson41 for implementing clinical governance,

which covers composition of national standards to be used by health

services to assure safety and quality, local clinical governance mod-

els, annual appraisal of AI model performance, site visits, learning

mechanisms including adverse event reporting, incorporation of pa-

tient views, and education and training of clinicians and patients.

Integration
While the preceding discussion focused on the governance model it-

self, a very important consideration is how the GMAIH model inte-

grates into clinical workflow. Clinical workflow is represented in

the routine tasks performed by clinicians and the results generated

by it.42 These include administrative tasks such as appointment

scheduling and billing and clinical tasks such as medical treatment

and patient education. To ensure that AI applications yield neces-

sary value to the clinicians and patients, they have to be integrated

into clinical workflow. The steps to integrate AI application are out-

lined in Figure 2. The GMAIH model interplays with the integration

at critical steps by ensuring that applications generate appropriate

data, there is transparency in decision making, clinicians’ and

patients’ views are considered in the integration, and there is ac-

countability of the applications through inspections and reporting.

To support the integration and governance, we recommend that

governance be provided by a clinical governance committee formu-

lated with specific skills and experience to oversee the introduction

and deployment of AI models in clinical care. An appropriate gover-

nance committee should include clinicians, managers, patient group

representatives, and technical and ethics experts so that appropriate

deliberations are held about the efficacy and effectiveness of the AI

models in addition to oversight of privacy, safety, quality, and ethi-

cal factors. Such a governance body should also ensure that an ap-

propriately resourced team and plan is in place to monitor for data

drift, input–output variation, unexpected outcomes, data reidentifi-

cation risk, and clinical practice impacts. These efforts should be

reported back up to the clinical owner and it should be the responsi-

bility of the governance to enforce. As with fairness and transpar-

ency, the governance components of trustworthiness and

accountability in the design and deployment of AI are essential for
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ensuring trust in health care, and for safeguarding the fiduciary rela-

tionship between practitioners and patients. In turn, such trust is

necessary for meeting the moral demands of the remaining 2 classic

ethical principles, namely nonmaleficence and beneficence.22 Ensur-

ing that patients (and the wider public) are not harmed by AI and

machine learning, and are, moreover, benefited more by their pres-

ence than by their absence, are pivotal reasons for our governance

recommendations.

CONCLUSION

While there is some way to go before AI models become a regular

feature of healthcare delivery, the path for their use has been already

set. AI medical products are already on the market and there is in-

creasing evidence of the efficacy of AI medical software in clinical

decision making.1,37 Despite some discussion of the morality of AI

in health care, very few investigations have moved beyond the ethics

to consider the legal and governance aspects. To address this gap,

we proposed a governance model that covers the introduction and

implementation of AI models in health care. Our model by no means

purports to cover every eventuality that may emerge due from the

use of AI in healthcare delivery. Nonetheless, by incorporating

basic elements essential to the safe and ethically responsive use of

AI in health care, it is designed to be flexible enough to accommo-

date changes in AI technology. Clearly, a wider discussion about the

regulation of AI in health care is needed, a discussion we hope

to trigger through our recommendations for a governance frame-

work.
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